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Abstract

Personalized nutrition leveraging continuous glucose monitoring (CGM) data holds significant promise for optimizing
postprandial glycemic responses, yet accessible predictive models remain limited by proprietary datasets. We applied an
interpretable machine learning framework using XGBoost regression to predict postprandial glucose response parameters
from meal composition and individual characteristics. Using the Hall dataset comprising 112 meals from 19 non-diabetic
adults, we parameterized glucose curves using normalized Gaussian functions, extracting amplitude, time-to-peak, and
curve width features. The XGBoost model achieved limited predictive performance with R² values of 0.46, -0.76, and 0.10
for amplitude, time-to-peak, and curve width parameters, respectively. Results indicate significant challenges in predicting
postprandial glucose dynamics from basic meal composition and individual characteristics, highlighting the complexity of
glucose metabolism and the need for more comprehensive feature sets in personalized nutrition applications.

Introduction

Dietary intake represents a fundamental determinant
of blood glucose dynamics. Personalized nutrition
has emerged as a promising approach to optimize
postprandial glycemic responses, recognizing the sig-
nificant impact of food intake on blood glucose lev-
els. The increasing accessibility of machine learning
models have revolutionized the field of personalized
nutrition, enabling the development of sophisticated
predictive models that account for an individual’s
unique characteristics. These models can accurately
forecast glycemic responses to various foods, offer-
ing unprecedented precision in nutritional guidance.
During the past decade, the integration of continuous
glucose monitors (CGMs) has dramatically enhanced
the application of machine learning in personalized
nutrition for both diabetic and non-diabetic popula-
tions [1]. CGMs provide a comprehensive and precise
characterization of individual glycemic responses by
measuring interstitial glucose at frequent intervals,
typically ranging from 1 to 15 minutes. Furthermore,
24-hour CGM profiles offer a more nuanced glycemic
assessment compared to traditional methods such as
self-monitored blood glucose via fingerstick or oral
glucose tolerance tests. In studies focused on pre-
dicting meal-induced glycemic responses, researchers
commonly employ the area under the curve (AUC)
as a metric, calculated as the integral of the 90- or
120-minute glycemic response [2][3]. Advanced ma-
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chine learning algorithms, such as gradient boost-
ing regressors, have been developed to incorporate
various characteristics, including the composition of
macronutrients in meals (carbohydrates, fats, and
proteins) and individual characteristics such as the
gut microbiome, genetics, body mass index (BMI)
and age, to better predict AUC [4][3]. These stud-
ies consistently demonstrate that carbohydrate con-
tent is the main determinant of AUC, while proteins
and fats can synergistically modulate the glycemic
response [5]. This paper aims to provide a compre-
hensive approach to open-source machine learning
applications for CGM data analysis and prediction,
addressing the current landscape dominated by pro-
prietary datasets and models. We present a stream-
lined approach for training, testing, predicting, and
optimizing postprandial glycemic responses. The re-
search is focused on the predictability, feasibility, and
explainability of biological systems through machine
learning, dietary interventions and glycemic control.
By leveraging open-source tools and methodologies,
we seek to enhance the accessibility and transparency
of CGM data analysis.

Glucose Homeostasis Mechanism

Glucose homeostasis represents one of the body’s
most critical regulatory processes. By maintaining
blood sugar levels within narrow ranges, ensuring
proper cellular function and energy metabolism. Un-
derstanding underlying mechanisms provides con-
text for analyzing how dietary interventions and
physiological factors influence glycemic control.
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Glucose Metabolism and Absorption

When food is consumed, digestive enzymes break
down carbohydrates into glucose, the body’s primary
energy source. This glucose is absorbed through the
small intestine via "transport" proteins and enters the
bloodstream [6]. The liver acts as a central regulator,
storing excess glucose as glycogen when abundant
and releasing it when blood sugar levels drop [7].

Postprandial Glycemic Response

Postprandial glycemic response describes how blood
glucose levels change after eating. In healthy indi-
viduals, blood glucose typically rises from baseline
(70-100 mg/dL) within 30 minutes of eating, peaks
around 60-90 minutes (remaining below 140 mg/dL),
and returns to baseline within 2-3 hours [8]. Figure 1
shows how glucose rise triggers the pancreas to re-
lease insulin, a hormone that signals cells throughout
the body to absorb glucose from the bloodstream,
thereby lowering blood sugar levels back to normal
[9].

Figure 1: The fluctuation of blood sugar (red) and the sugar-
lowering hormone insulin (blue) in humans during the course of
a day with three meals [10] (Attributed under CC 3.0).

Individual Variation in Glycemic
Response

Postprandial glucose responses vary significantly be-
tween individuals due to multiple factors. Food
characteristics such as carbohydrate type, fiber con-
tent, and macronutrient composition influence how
quickly glucose enters the bloodstream [11]. Personal
factors including age, body weight, physical fitness,
and genetic differences in metabolism also affect how
efficiently the body processes glucose after meals [4].

Data and Feature Construction

For developing a fully personalized glycemic pre-
diction model, ideally 500-1000 meal-response pairs
would be required from CGM data of a single person,
with detailed logging of all meal components and
nutritional information. While we initiated this ap-
proach through self-monitoring, the limited number
of data points even if collected over a multi-month
period precluded robust model development. There-
fore, we utilized the Hall dataset [12] as a proof-of-
concept to demonstrate the feasibility of postprandial
glucose prediction.

Dataset Description and Preprocessing

The Hall dataset [12] contains continuous glucose
monitoring data from 57 non-diabetic adults under-
going standardized meal challenges. The final pro-
cessed dataset encompassed 112 standardized meals
from 19 subjects with the following key variables:

• Meal Type: Standardized meal identifiers
• UserID: Unique participant identifier
• GlucoseValue: Continuous glucose concentra-

tion (mg/dL)
• Time: Measurement timestamps at 5-minute in-

tervals

CGM data were segmented into 2.5-hour windows
centered on each meal event, comprising 30 minutes
pre-meal and 2 hours post-meal, yielding 30 consec-
utive glucose measurements per episode. Baseline
glucose levels were computed as the mean concen-
tration during the 10-minute period preceding meal
onset. Figure 2 illustrates the complete data process-
ing workflow from raw CGM signals to structured
meal-response episodes.

Figure 2: Workflow of continuous glucose monitoring data seg-
mentation, meal identification, and glycemic response modeling.

Postprandial Curve Parameterization

To extract interpretable features from temporal glu-
cose dynamics, we approximated each postprandial
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response using a normalized Gaussian function:

G(t) = A ·
exp

(
− (t−δ)2

2σ2

)
max

(
exp

(
− (t−δ)2

2σ2

)) + b

where A represents the postprandial amplitude
(mg/dL), δ the time-to-peak (minutes), σ the curve
width parameter (minutes), and b the pre-meal
baseline glucose level. Parameter optimization em-
ployed constrained nonlinear least squares with ini-
tial estimates derived from observed data: Ainit =
max(Gobs)− b, δinit = arg max(Gobs), and σinit = 20
minutes. Figure 3 shows the empirical distributions

Figure 3: Distribution of Gaussian curve parameters from post-
prandial glucose responses (n=112 meals). Red dashed lines show
means with quartile ranges. Parameters: (A) amplitude (mg/dL),
(δ) time-to-peak (min), (σ) curve width (min), (b) baseline glu-
cose (mg/dL).

of the extracted parameters across all meal responses,
revealing substantial inter-individual variability in
postprandial glucose dynamics. Figure 4 shows se-
lected curve fitting results across different individu-
als, illustrating substantial inter-personal variation in
glycemic response patterns.

Prediction Methodology

XGBoost Model Architecture

We implemented an XGBoost regressor to predict
postprandial glucose response parameters from par-
ticipant and meal characteristics. The Gaussian curve
parameters (A, δ, σ) served as target variables, repre-
senting the amplitude, temporal dynamics, and curve
width of glycemic excursions, respectively.

Figure 4: Postprandial glucose curve fitting examples from Hall
dataset. Blue dots: observed CGM data; red lines: fitted curves.
Parameters shown: amplitude (A), time-to-peak (δ), curve width
(σ), and R².

Feature Engineering

The feature engineering process created a comprehen-
sive dataset with 27 total features from participant
biometrics and meal composition data:

• Participant features: Age, BMI, baseline glucose
level

• Meal features: Protein content (g), fat content
(g), carbohydrate content (g), total calories

• Derived features: Macronutrient ratios, caloric
density, interaction terms

Feature scaling was applied using standardization
to ensure uniform contribution across different mea-
surement scales.

Model Training and Evaluation

The dataset was partitioned using stratified sampling
to maintain representative distributions across train-
ing (80%) and testing (20%) subsets. Hyperparameter
optimization was employed through cross-validation
on the training set, optimizing learning rate, tree
depth, regularization parameters, and number of es-
timators. Model performance was evaluated using
regression metrics (RMSE, MAE, R²) A multi-linear
regression model used as a baseline comparison, fo-
cusing on amplitude prediction using key macronu-
trient features and interaction terms.

Results

Results presented are preliminary and unverified. Find-
ings should be interpreted with caution and are subject to
revision pending further analysis.

Dataset Characteristics

The final processed dataset comprised 112 standard-
ized meals from 19 subjects, with 27 engineered fea-
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tures capturing meal composition, participant char-
acteristics, and derived variables. This represents
a subset of the original Hall dataset after prepro-
cessing, mostly reducing the dataset to non-diabetic
participants and removing incomplete sets.

Model Performance Metrics

The XGBoost regressor demonstrated highly variable
predictive performance across the three Gaussian
parameters characterizing postprandial glucose re-
sponses. Table 1 summarizes the model performance
metrics for predicting amplitude (A), time-to-peak
(δ), and curve width parameter (σ).

Param RMSE MAE R² Corr p-value
(A) 15.68 12.13 0.46 0.73 <0.001
(δ) 28.62 23.39 −0.76 −0.03 0.896
(σ) 13.53 9.91 0.10 0.49 0.018

Table 1: XGBoost model performance metrics for predicting
postprandial glucose response parameters. RMSE and MAE:
mg/dL for amplitude, min for time parameters.

The model achieved moderate accuracy for ampli-
tude prediction (R² = 0.46, correlation = 0.73, p <
0.001), indicating a statistically significant but lim-
ited ability to predict glucose excursion magnitude.
Time-to-peak prediction performed poorly (R² = -0.76,
correlation = -0.03, p = 0.896), suggesting temporal
dynamics are largely unpredictable from the avail-
able features. Curve width prediction showed weak
but statistically significant performance (R² = 0.10,
correlation = 0.49, p = 0.018).

Baseline Model Comparison

The multi-linear regression model focused on ampli-
tude prediction achieved an R² of 0.24 with a residual
standard error of 17.78 mg/dL. The model identi-
fied significant coefficients for carbohydrate content
(CHO = 1.39), fat content (FAT = -3.27), and interac-
tion terms (CHO×PRO = -3.02, PRO×FAT = -3.91),
with an intercept of 35.35 mg/dL.

Model R² RMSE (mg/dL) Correlation
M-Lin Reg 0.24 17.78 N/A
XGBoost 0.46 15.68 0.73

Table 2: Performance comparison between XGBoost and multi-
linear regression for amplitude prediction.

XGBoost demonstrated superior performance over
linear regression, nearly doubling the explained vari-
ance (R² = 0.46 vs 0.24) and reducing prediction error
(RMSE = 15.68 vs 17.78 mg/dL).

Statistical Significance and Model Validity

Statistical significance testing confirmed that ampli-
tude predictions showed significant correlation with
observed values (p < 0.001), while time-to-peak pre-
dictions were not significantly different from ran-
dom (p = 0.896). Curve width predictions achieved
marginal significance (p = 0.018) but with limited
practical utility given the low R² value.

Feature Importance Analysis

To understand which features most strongly influ-
ence postprandial glucose amplitude predictions, we
analyzed feature importance using SHAP (SHapley
Additive exPlanations) values. Figure 5 displays both
the feature importance rankings and the distribution
of feature effects across all predictions.

Figure 5: SHAP analysis for postprandial glucose amplitude pre-
diction. (a) Feature importance ranked by mean absolute SHAP
values. (b) Summary plot showing SHAP value distributions
with color indicating feature magnitude (red = high, blue = low).

The analysis reveals that the general mean ampli-
tude (user_A_mean) serves as the largest predictor,
which is intuitive as it represents each individual’s
typical glucose response magnitude and acts more
as a technical baseline adjustment. Following this
baseline factor, meal-specific characteristics become
the primary drivers, with protein content (PRO) and
carbohydrate-related metrics emerging as the most
influential meal composition variables.

Discussion

Limited Predictive Performance

The results reveal significant challenges in predict-
ing postprandial glucose responses from a limited
dataset. While amplitude prediction achieved mod-
erate success (R² = 0.46), the predictive performance
falls short of clinically useful thresholds typically re-
quiring R² > 0.7 for reliable dietary guidance. The
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strong positive correlation for amplitude (r = 0.73,
p < 0.001) despite moderate R² suggests that while
the model captures the general relationship between
meal composition and glucose excursion magnitude,
substantial unexplained variance remains.

Feature Importance Insights

The multi-linear regression coefficients provide inter-
pretable insights, with carbohydrate content showing
the expected positive association (coefficient = 1.39)
and fat content showing a negative association (coef-
ficient = -3.27), consistent with fat’s known effects on
delaying glucose absorption.

Methodological Limitations and Data
Constraints

Several methodological limitations constrain the in-
terpretation and generalizability of these results.
First, the reduced dataset size (112 meals from 19 sub-
jects) is substantially smaller than typical machine
learning applications, potentially limiting statistical
power and model generalizability. The small sample
size may be particularly problematic for XGBoost,
which typically requires larger datasets to achieve
optimal performance. Second, the Gaussian approxi-
mation may inadequately capture complex postpran-
dial dynamics, particularly for meals with mixed
macronutrient profiles or individuals with atypical
glucose responses. The negative R² for time-to-peak
prediction suggests that the parametric approach may
oversimplify glucose kinetics.

Literature Comparison

These results contrast with previously reported suc-
cess in personalized glucose prediction [4]. However,
key differences in methodology may explain the dis-
crepancy. Previous studies often utilized much larger
datasets (>1000 participants), included microbiome
and extensive genetic data. The moderate success
in amplitude prediction (analogous to peak glucose
response) is more consistent with simpler glycemic
index studies, which typically achieve correlations
of 0.6-0.8 between carbohydrate content and peak
glucose response [11]. However, even these correla-
tions exceed our observed performance, suggesting
fundamental limitations in the underlying data.

Areas of Improvement

The limited predictive performance highlights ar-
eas of improvement. First, individual-specific model
training may be necessary to capture personalized
metabolic responses. This approach would require

extended monitoring periods (weeks to months) for
each individual but could achieve the high accuracy
needed for clinical applications. Secondly, alterna-
tive modeling approaches such as deep learning ar-
chitectures designed for time series prediction, or
mechanistic models incorporating glucose-insulin dy-
namics, may better capture the complexity of post-
prandial metabolism. Finally, larger, more diverse
datasets with comprehensive feature sets are essential
to establish the true potential and limitations of ma-
chine learning approaches for personalized glucose
prediction.

Conclusion

Key Findings Summary

The multi-linear regression analysis revealed bio-
logically consistent relationships, with carbohydrate
content showing positive associations and fat con-
tent showing negative associations with glucose am-
plitude. However, even these interpretable models
achieved limited predictive accuracy (R² = 0.24), sug-
gesting that meal composition alone is insufficient
for reliable glucose prediction. The results under-
score the difficulty of population-level modeling for
personalized nutrition applications. Despite using
an advanced machine learning approach with com-
prehensive feature engineering on 27 variables, the
majority of postprandial glucose variability remains
unexplained by readily available meal and partici-
pant characteristics.

Data and Code Availability

The complete code, Jupyter notebooks, processed
datasets, and supplementary results are available
in the GitHub repository: https://github.com/
philippdubach/glucose-response-analysis. The
Hall dataset [12] used in this analysis is publicly
available from the original publication.
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